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Abstract

Researchers in the past decade have been actively investigating technology use and disuse among conventional and communications technologies, but have largely ignored information use. Passive technologies merely gather information to inform a human decision maker, which makes it difficult to determine if the technology user makes use of the information. However, recent advancements in expert systems technology have enabled the concurrent investigation of technology and information use because expert systems generate explicit courses of action for users to follow. This empirical study integrated social cognitive theory to extend the DeLone and McLean model and formulate hypotheses about the use of an expert decision support system (EDSS) and the instructions it generates. A regression analysis indicated differences between technology and information use. Further, social influences and attitudes were found to interact relative to information use resulting in a non-linear relationship such that when attitudes are poor and social pressures are high, people use the technology but ignore the information. We also found that the EDSS use was negatively related to human-induced errors, and that following the recommendations generated by the EDSS further reduced errors. 
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Organizations invest heavily in technologies that go unused or are underutilized. For example, Carroll (2003) showed that on average less than 5% of the features available in Microsoft Word are used. The impact of information systems technology disuse is significant. Spending estimates for information systems technologies are $1.26 trillion per year worldwide (Morris, 2002). Among the fastest growing information technologies are decision support systems applications, which comprise a $1.3 billion-dollar per year industry in the United States (Aberdeen Group, 2002; Morris, 2002; Venkatesh, Morris, & Ackerman, 2000). Yet as much as 25% to 30% of information technology are not used after purchase (Aberdeen Group, 2002; Bagozzi et al., 1992), representing nearly $400 million annually in the United States decision support systems market alone (Morris, 2002). But the problem of underutilization and disuse may actually be worse than indicated.

One reason for underutilization (or disuse) pertains to the information that technologies produce. The term “information overload” has become a widely recognized condition, and technology has continued to evolve to produce increasing amounts of information. Technologies manipulate information, such as in storing, organizing, retrieving, accumulating or calculating; however, the users of the technology govern how or if the information is used (Brown & Duguid, 2000). Human-technology and human-information usage represent different contexts (Bagozzi, Davis, & Warshaw, 1992; Gregor & Benbasat, 1999; Morris, & Venkatesh, 2000; Tan & Hunter, 2002). People may, for instance, utilize a technology out of enjoyment but the product or information that technology renders may be discarded (Brown & Duguid, 2000; Thatcher & Perrewe, 2002). Technology use, therefore, does not necessarily lead to the use of the information manipulated or produced by the technology (Plumlee, 2003). 

With the emergence of expert systems, the chasm between technology and information use is more easily exposed. Expert systems attempt to improve the ability of human beings to make sense of the information and are emerging in applications ranging from strategy development to computer problem analysis (Christie & Wu, 2002; Coulson-Thomas, 1992; Marquardt, 1993; Shoemaker, 1992). Where passive applications respond with information from user requests to inform a human decision maker, expert systems not only provide information, but also actively make recommendations and suggest courses of action (Christie & Wu, 2002; Marquardt, 1993). Thus we can more easily observe if users of an expert system technology will follow the recommendations. 

The literature (e.g. Igbaria, Zinatelli, Cragg, & Cavaye, 1997; Taylor & Todd, 1995) has frequently commented on the importance of technology use in organizational outcomes. For example, technologies can be instrumental in facilitating decision-making (DeSanctis & Poole, 1994), in communication (Kraut Rice Cool & Fish, 1998), and in terms of enhanced effectiveness, productivity and job performance (Goodhue & Thompson, 1995). Consequently, technology use is being actively researched. However, if the information manipulated by the technology is not utilized, potential benefits may be lost, or contribute to the failure of the technologies to live up to their promised payback. Yet information use has received little research attention, and the current focus on technology use in the delivery of information has neglected the investigation of the usefulness of the information rendered by the technology, as well as the social interactions that affect their use (Brown & Duguid, 2000). 

The interchange between users and expert systems evolve through a series of stages to perform their complex analyses and derive computer-generated solutions to problems. Because expert systems generate recommendations and suggests courses of action, people who use the technology may choose to ignore its advice. It has been found, for example, that social influences and individual attitudes may interact in such a way that when people have poor attitudes or perceptions about a technology and yet social forces strongly encourage its use, people may feign the use of technology but without commitment or without following its prescription (Terry, Hogg, & White, 1999).

Drawing from social cognitive theory (Bandura, 1977) and the DeLone and McLean (2003) model, this study concurrently investigated the use of an expert decision support system (EDSS) and the recommendations it provides to determine what affects attitudes and self-efficacy have on the use of the technology and its information, and to investigate the role of social influence as a moderator, and determine the effects of technology and information use on organizational impact, which in this case was to reduce the number of errors induced by human beings while making changes to a computer network.

THEORY AND BACKGROUND

Previous empirical research on technology use has determined important influences resulting from attitudes, self-efficacy, and social influences (e.g. Bagozzi, Davis, & Warshaw, 1992; Compeau & Higgins, 1995; Morris, & Venkatesh, 2000; Thatcher & Perrewe, 2002). Although this research has largely concentrated on passive applications such as word processing (c.f. Davis, Bagozzi & Warshaw, 1992; Klein, Conn, & Sorra, 2001), or communications technology such as email, video teleconferencing, computer-mediated communications, and groupware (c.f. Dennis & Garfield, 2003; Kraut et al., 1998; Webster, 1998; Walsham, 2002), they introduce a variety of attitudinal and interpersonal factors involved in technology use (DeSanctis & Poole, 1994; Roberts & Henderson, 2000). Resembling technology use, the use of information rendered by a technology is influenced by attitudinal appraisal, as well as by interpersonal characteristics and social interactions (Brown & Duguid, 2000; Klobas, 1994). 

The DeLone and McLean (2003) model conceptualizes system quality as a measure of technical success, information quality as a measure of semantic success, technology and information use as measures of individual impact, and information and technology effectiveness as measures of organizational impact. System and information quality influence usage behavior, and usage behavior and attitudes influence each other reciprocally. That is to say, usage may lead to more positive attitudes so long as the usage experience is positive; and so long as the usage experience is positive, people will maintain positive attitudes and hence continue to use the system and/or its information.

Social cognitive theory (Bandura, 1977) proposes that human behavior and psychosocial functioning can be described in terms of reciprocal causation in which behavior, cognitive and personal factors, along with environmental events, interact and influence each other bi-directionally. For instance, people learn vicariously by observing and modeling others. Seeing similar others succeed by perseverant effort raises the observer’s beliefs that he or she will be able to successfully perform comparable behavior, which enhances the observer’s cognitive appraisal and self-efficacy toward performing the behavior. Successful performance of the behavior in turn enhances one’s attitude about the behavior. Given these conditions, Figure 1 depicts the theoretical framework for this study.

----------------------------

Insert Figure 1 here

-----------------------------

An EDSS is similar in many ways to conventional decision support systems (DSS). Like DSS, EDSS usage consists of following series of analytical modeling steps that define the problem context and gather relevant information (Taylor & Karlin, 1993). Going beyond DSS, however, EDSS does not terminate with the gathering and rendering of information. Instead, the EDSS operates upon the information with reasoning and inference to generate solutions to given problems in the form of stochastic models that prescribe courses of action for the user to follow (Gregor & Benbasat, 1999; O’Brian, 2001; Resnick, 1992; Shoemaker, 1992).

EDSS narrows the user’s inquiry and gathers relevant input from the user and from within its knowledgebase. The EDSS then interrogates the user about the nature of the problem, searches its knowledgebase for facts and rules, and then executes its reasoning and inference processes to govern expert advice given in the explored area (Marquardt, 1993; Taylor & Karlin, 1993; Zadeh & Kacprzyk, 1992). In such a way, EDSS is designed to simplify complex analyses by automating previously manual functions, as well as providing a more enriched set of solutions (Shoemaker, 1992). Its ability to gather information from disparate sources, apply heuristics, conduct reasoning and inference, and generate probabilistic recommendations, eases the human burden often encountered in technology-based occupations (Zadeh & Kacprzyk, 1992). Moreover, these systems have been linked to improvements in technical accuracy of problem identification, improved customer satisfaction, and reduced business expense, making them effective in their intended goals (Gregor & Benbasat, 1999).

Components and Hypotheses

System quality relies on usability, availability, reliability, and adaptability and responsiveness (DeLone & McLean, 2003). User attitudes about these system characteristics extend into perceptions of ease-of-use, as well as the usefulness of the technology, which is the extent to which the technology facilitates goal-accomplishment (Davis, 1989; Klein et al., 2001; Taylor & Todd, 1995; Thatcher & Perrewe, 2002; Klobus, 1994). Technologies such as EDSS are geared toward solving specific types of problems and generally provide “good-fits” in certain problem domains (DeSanctis & Poole, 1994; O’Brian, 2001). Furthermore, EDSS has benefited from years of human factors research and industry standards that have been adopted over the past decade, and these technologies have become commonplace in the field (O’Brian, 2001). Since EDSS reduces human intervention, particularly in mundane tasks such as data gathering, it enhances the pleasurably of working with the technology concomitant with increased technology use, and it simultaneously enriches the problem solution and decreases overall complexity of the task leading to increased use (Brown & Duguid, 2000; Davis et al., 1992; Goodhue & Thompson, 1995; Klobus, 1994; Resnick, 1992; Taylor & Todd, 1995). 

On the other hand, because EDSS provides a structured approach to problem solving and decision-making within a particular usage paradigm, some users may develop negative attitudes toward the technology (e.g. DeSanctis & Poole, 1994; Klobas, 1994). While users of EDSS may be familiar and experienced with the technology, the technology requires well-defined progressive stages confined to a usage paradigm and this may instill a perception of rigidity and negatively affect one’s attitude toward that technology, which in turn, may impinge on the use of the technology (Taylor & Karlin, 1993; Taylor & Todd, 1995), therefore,

H1a: EDSS familiarity and attitude interact such that positive attitude is associated with increased EDSS use. 

Information quality reflects the degrees of personalization, relevance, completeness, and ease-of-comprehension (DeLone & McLean, 2003). Studies have shown that as computer technologies increase in their sophistication, people tend to forget that the technologies are inanimate and they elevate their anthropomorphic characterization of their interaction with these systems (Christie & Wu, 2002; Gregor & Benbasat, 1999; Marquardt, 1993; Marsh, 2004). For example, when participants in a study with an expert system were asked by Computer A to rate their experiences with Computer A, responses were much more positive than when Computer B asked about their experiences with Computer A, indicating that they did not want to “hurt the computer’s feelings” (Gates, 1995). This demonstrates the perception of personalization, and since EDSS goes beyond providing information by giving instructions and recommendations, the degree of personalization is increased over conventional technology-rendered information (Marsh, 2004). 

However, because EDSS generates recommendations, there may be latent concerns about trusting or having confidence in what is suggested by the technology and hence this may negatively affect one’s attitude about using the information, causing one to ignore EDSS generated advice (Gregor & Benbasat, 1999). Also, because there is an intensified exchange and because the EDSS performs much of the previously manual work using an interrogatory approach, yet the technology is nevertheless inanimate, the generated recommendations may seem impersonal, and this may have a negative effect on attitudes and consequently on the use of EDSS generated information for some people (Marquardt, 1993).

Similarly, when information is perceived as being of high quality, it reflects in ease-of use, and when information is relevant, it reflects in information-usefulness (DeLone & McLean, 2003; Gregor & Benbasat, 1999; Klobus, 1994; Taylor & Todd, 1995). These perceptions influence whether or not the information provided by a technology is used. For instance, perceptions of information and technical quality, including relevance, have had positive implications for attitudinal appraisal and subsequent use (Klobas, 1994). The degree of complexity of the information has been negatively associated with information use (Plumlee, 2003). Gregor and Benbasat (1999) found that users are not likely to expend effort to read a system’s output unless the material was rendered in a cognitively economical manner. Hence there are implications for whether or not the recommendations and suggested courses of action generated by an EDSS are used. Consequently,

H1b: Information familiarity and attitude interact such that positive attitude is associated with increased information use.

Whereas attitudes are an important aspect of human behavior, people must also believe in their ability to successfully perform. People derive expectations of their own competence in performing some behavior. Bandura (1997) describes two classes of expectations: outcome and efficacy. Outcome expectations are one’s probability estimates that a behavior will lead to some outcome (or reinforcement). An efficacy expectation is the person’s estimate that he or she can perform a behavior required for some outcome. As such, self-efficacy is a primary construct in social cognitive theory (Bandura, 1977). 

As with attitudes, self-efficacy is affected by system and information quality. System quality has been linked with perceived ease-of-technology-use, which influences attitudes (Taylor & Todd, 1995). But in addition, to the extent that using a technology is effortless, people tend to have higher self-efficacy concerning the technology (Davis, 1989; Roberts & Henderson, 2000). This aspect is somewhat influenced by training (Bagozzi et al., 1992) and novelty effects (Taylor & Todd, 1995), although as technologies are increasingly infused into American and European businesses, and as these systems become more intuitive, training and novelty effects on technology use are being worn away (Klobas 1994; Marsh 2004; O’Brian 2001). Hence, the inherent design and usage paradigm of a technology create strong positive or negative influences in relation to self-efficacy (Compeau & Higgins, 1995; DeSanctis & Poole, 1994; Venkatesh & Davis, 1996). Therefore, self-efficacy is a natural augmentation to the DeLone and McLean (2003) model.

If system quality is high, EDSS-type technology simplifies complex analyses and automates manual functions, as well as provides an enriched set of solutions (Shoemaker, 1992), and EDSS eases the mundane data manipulation often involved in technology-based work (Zadeh & Kacprzyk, 1992). It improves technical accuracy of problem identification, improves customer satisfaction, and reduces business expense (Gregor & Benbasat, 1999), which should lead to successful outcome expectations from its use. That is, if the system is perceived as being useful, it should lead to increased system use (Davis, 1989).

In addition, self-efficacy indicates one’s cognitive appraisal about abilities relative to a behavior. This involves the extent to which one believes he or she has the requisite abilities to perform a behavior (Ajzen, 2003; Bandura, 1977). Therefore, EDSS technology usage is influenced by perceptions of ability to use the technology to achieve the desired outcomes (Compeau & Higgins, 1995; Kraut et al., 1998). As self-efficacy increases, usage of EDSS technology should increase concomitantly (Klobas, 1994; Taylor & Todd, 1995; Venkatesh & Davis, 1996). Thus, 

H2a: EDSS familiarity and self-efficacy interact such that positive self-efficacy is associated with increased EDSS use.

As with EDSS technology use, the information and recommendations produced by the EDSS must facilitate (or at least not impede) its use (Klobas, 1994; Thatcher & Perrewe, 2002). Likewise, if the information that is generated is economical, suited to the task, and is not overly complex, people’s self-efficacy toward the use of the information is likely to increase and therefore the use of the information increases proportionally (Brown & Duguid, 2000; Gregor & Benbasat, 1999; Klobas, 1994; Plumlee, 2003), thus,

H2b: Information familiarity and self-efficacy interact such that positive self-efficacy is associated with increased information use.

Interactions with Social Influences

In light of the design of EDSS to give advice, the ways in which we use technology and information must be redefined and reinterpreted in context of the social processes that are integral to system and information-resource utilization (Brown & Duguid, 2000). Social cognitive theory (Bandura, 1977) asserts that social influences lead to positive or negative appraisal about performing a behavior. Not only is requisite technical instruction conveyed through social processes (Suzuki, 1997), supportive social influences lead to improved attitudes about performing the behavior, while conversely, unsupportive social influences leads to negative attitudes. Concurrently, observing successful performance by a referent (observational modeling) enhances self-efficacy, whereas observation of unsuccessful performance decreases self-efficacy (Compeau & Higgins, 1995; Igbaria, et al., 1997). Therefore interactions are proposed consistent with social cognitive theory and the DeLone and McLean (2003) model.

Direct and indirect social influences may encourage or discourage performance of a behavior to varying degrees that correspond to the amount of social force applied (Ajzen, 1991; Salanick & Pfeffer, 1978). Moderate approval or disapproval a performing an act may be viewed as encouragement or discouragement, whereas when social forces reach extremes, social influences becomes perceived as pressure to act or refrain from acting (Terry et al., 1999). As social influence increases toward the poles, people strive progressively more to conform to the normative pressure (Beck & Ajzen, 1991; Salanick & Pfeffer, 1978; Suzuki, 1997). A sample of a persuasive statement provided by a participant in this study was, “Why do you do it the hard way? Just use the tool for that.” Conversely, a sample of a dissuasive statement provided by a study participant was, “Can’t you figure it out? Why do you have to use the tool for that?” If there is strong sentiment against using a technology or information among important others, people are more likely to be dissuaded from using the technology or information, whereas if there is supporting sentiment, use is likely to increase (Terry & Hogg, 1996).

In addition to the normative influences on technology and information use, social influences are also exerted through observational models. For instance, watching successful effort toward a behavior by important others is likely to increase one’s own effort toward the behavior, as well as the converse (Bandura, 1977). Hence, in addition to individual assessments of what important others think about one performing a behavior, observation of important others’ behavior likewise influences performance of the behavior in question (Ajzen, 1991). As a result, people who observe others using a system with positive results are encouraged to use the system (Compeau & Higgins, 1995; Igbaria, et al., 1997; Kraut et al., 1998). Similarly, observation may encourage or discourage the use of the information produced by the technology (Brown & Duguid, 2000); therefore,

H3a: Social influences and self-efficacy interact such that supportive social influence and positive self-efficacy are associated with increased EDSS use.

H3b: Social influences and attitudes interact such that supportive social influence and positive attitudes are associated with increased EDSS use.

H3c: Social influences and self-efficacy interact such that supportive social influence and positive self-efficacy are associated with increased information use.

H3d: Social influences and attitudes interact such that supportive social influence and positive attitudes are associated with increased information use.

Organizational Impact of EDSS Use

As discussed, the EDSS proposes courses of action for people to take. However, people who use the EDSS may instead choose to ignore the information and rely instead on their own naïve theories about causes and effects, and prefer their own solutions to those produced by the EDSS. A naïve theory is a well-organized system of explanatory beliefs based on reasoning from everyday experience or commonsense understanding (Wellman & Gelman, 1992). 

Nevertheless, because naïve theory is derived from one’s belief system, it is subject to biases that may interfere with judgments and behavior (Morris & Ackerman, 2000). Such interference results in biases consistent with beliefs. That is, “Belief-consistent hypotheses are constructed with confirmation rather than falsification as the primary goal. Consequently, belief-relevant evidence is interpreted, dismissed, or reinterpreted as a function of consistency of that evidence with the individual’s original theory” (Klaczynski & Narasimham, 1998, 175). As an example, studies (Klaczynski & Narasimham, 1998; Stanovich & West, 1999) show that hypothetical arguments are classified as correct or incorrect as a function of the consistency between the arguments’ conclusions and the participants’ beliefs. Because these biases may create fallibility in judgments, they may be less reliable in terms of solving complex problems that are targeted by a given technology. The use of the technology and its information increases, the number of human-induced errors should decrease. Therefore,

H4a: Human-induced errors will be negatively associated with EDSS use.

H4b: Human-induced errors will be negatively associated with information use.

METHOD

This study took place at a large financial institution, which has one of the world’s largest private telecommunications networks that handles both data and voice traffic. Company operations depend on availability and flexibility within its network fabric. To support the core network, it employs over 500 network engineers and administrators. These employees have available an expert decision support technology (EDSS) to analyze network configurations and generate stochastic models of planned network changes, such as adding connections and equipment to the network, or changing software and network parameters.

Participants

Because technology use may be contaminated by computer anxiety traits (Thatcher & Perrewe, 2002), training (Bagozzi et al., 1992), the degree to which people have past experience with technology (Taylor & Todd, 1995), whether organizational characteristics are supportive of technology use (Davis, 1989; Klobas, 1994), a population in which technology is central to the vocation was chosen. Participants were 209 randomly selected network engineers located at the major network hubs residing in Richmond, Charlotte, Atlanta, Jacksonville, Kansas City, Dallas, Chicago, San Francisco, Los Angeles, and Seattle.

Questionnaires were distributed to 400 engineers; the response rate was 53%. There were 152 males and 57 females and their ages ranged from 21 to 58 with the average age being 31 years (s.d. = 6.71). All of the engineers were college educated in the fields of computer science, computer information systems, engineering, mathematics, or information technology. Four had associate degrees, sixty-two had master’s degrees, three had doctorates, and the rest held baccalaureates. Years working in the network-engineering field ranged from 1 year to 26 years, with the average being 6.8 years (s.d.= 4.10). Years on the job (tenure) ranged from 1 to 17 years (µ= 4.43, s.d.= 2.17), and years they had been familiar with the EDSS ranged from 1 year to 4 years (µ= 2.79, s.d.= 0.93).

Description of the EDSS

Access to the EDSS was through a desktop workstation to a server. Engineers were presented with a graphical user interface (GUI) that rendered a topographical map of the network core. Using the mouse, engineers could “drill down” into the network topography, gaining finer-grained details about a network region. At the lowest level of the display, near real-time network activity could be visualized for a collection of network segments (parts of the network joined by routers, switches, or other network devices). 

A left panel offered modeling options. Models were grouped into three types: analytical modeling options such as “what-if,” semantic models, which were concepts and descriptions of services, rules, devices, and other components, and the third group offered stochastic modeling, which were used to generate recommendations. The paradigm was such that a progressive series of steps beginning with analytical modeling were run to develop the requisite context for the stochastic models. During the session, the engineer would ask and respond to questions presented by the EDSS user interface, which would ultimately present the recommendations. Thus, the EDSS paradigm followed the convention (O’Brian, 2001) of interactive analytical modeling, execution of reasoning/inference, and the generation of recommended procedures.

Scale Development

Items for attitude, self-efficacy, and social influence independent variables were derived from Taylor and Todd’s (1995) instrument, and from Compeau and Higgins (1995) instrument for computer self-efficacy and observational modeling, and from Igbaria, et al.’s (1997) instrument regarding personal computing attitudes. Items were bi-polar scaled (-3.00 to +3.00) according to Gagne and Godin’s (2000) and Ajzen’s (2001) recommendations for assessing negative and positive appraisals. Additional demographic data were collected, consisting of education level achieved, number of years of experience in the field, number of years of experience in the job (job tenure), and number of years the engineer has been working with the EDSS application (familiarity).

After the data were screened, reliability and component analyses were run. Alpha reliabilities for self-efficacy toward EDSS use was .88, self-efficacy toward information use was .85, for social influence toward EDSS use was .87, social influence toward information use was .81, and for attitude toward EDSS use was .82 and attitude toward information use was .85. Using Varimax rotation and with eigenvalues set at 1.00, eighteen items for EDSS use and nineteen items for information use showed communalities less than .7 and were removed from the analysis according to Kaiser’s rule (Stevens, 1991; Tabachnick & Fidell, 1996). Once these items were removed, cross loadings were all under .39, indicating good validity among items and their constructs (Stevens, 1991).

Induced Errors and Usage Dependent Variables

Human induced errors were those related to an implemented change that were deemed caused by the implementer, such as adding a hardware device, adding a network segment, or changing a software configuration. In other words, the errors were not caused by hardware failure or errors unrelated to a change. The “chain of custody” for tracking both induced errors and technology usage originated with a counter in the EDSS server. When an engineer accessed the EDSS, he or she supplied a unique login identifier (UID). A counter algorithm logged the usage access and linked the access with the engineer’s UID. When the engineer made change in the network, the change description was captured by a change control software application, again using his/her UID. Errors encountered in the network were reported to help desk specialists, who diagnosed the causes of the errors, examined the change control system logs, and identified the engineers who made the changes if the error was human-induced. This process enabled the capture of both EDSS use and changes in which human errors were induced, and tie these to individual engineers. The dependent variable for information use was collected from the self-report data collection instrument, and consisted of three differently worded items on a 7 point Likert scale coded with 1 representing “always ignore the recommendations,” and 7 representing “always follow the recommendations.” 

Sampling

Per prior arrangement with the company, the researcher distributed and collected the questionnaires (along with a cover letter explaining the research and that the data would be kept confidential) to each engineer via email, and questionnaires were returned directly to the researcher via email. The EDSS technology use and induced errors data were gathered by analyzing the computer log files and help desk database. Participants had been asked to report their intentions to use the EDSS within a week’s timeframe, and also inquired about their past week’s EDSS usage. The responses collected the same UID as used in the EDSS login to be able to tie the independent variables with respondent. Since objective technology usage behavior was observable and measurable through the EDSS counter, analysis of usage behavior was made possible. The availability of objective behavioral measures greatly improves insight into behavior (Morris & Venkatesh, 2000).

RESULTS

A summary of the means, standard deviations, and correlations among study variables is given in Table 1. As seen, there were some expected correlations, which are below the threshold for exclusion recommend by Allison (1999). Morris and Venkatesh (2000) found a relationship between age and attitude toward conventional technology use. Interestingly, there was no correlation between age and attitude toward EDSS use in this study, likely the result of the technology-oriented vocation of this study’s population. Of two hundred and nine cases, thirty-three (16%) did not use the EDSS at all. An exploration of these cases yielded no insight into differences among demographic data for users and non-users. 

-------------------------------

Insert Table 1 about here

-------------------------------

Since EDSS use predicates information use, EDSS use and information use were analyzed separately. The analysis was performed (controlling for demographics) using hierarchical linear regression, which is an appropriate technique for the study of technology and information usage behavior (Beck & Ajzen, 1991; Gagne & Godin, 2000), and according to the recommendations of Evans (1991), beginning with the factors with the highest correlations as recommended by Stevens (1992) and Pedhazur (1982). Data screening indicated that there were no problematic violations of the assumptions for linear regression, and multicollinearity tolerances were good (all above .793).

The EDSS use model reflects the analysis of two hundred-nine cases according to the EDSS counter. The regression results indicate an overall model of seven factors: Perceived usefulness ((R2  = .28, p < .000), perceived ease-of-use ((R2  = .12, p < .000), ability ((R2  = .09, p < .000), direct social influences ((R2  = .05, p < .01), observational models ((R2  = .03, p < .05), accomplishable ((R2  = .02, p < .05), and indirect social influences ((R2  = .02, p < .05), significantly predicted EDSS usage, R2 = .61, R2 adj = .59, F (7,201) = 49.07, p < .000. 

For information use, the regression results indicate an overall model of six factors: Perceived ease-of-use ((R2  = .22, p < .000), perceived usefulness ((R2  = .13, p < .000), direct social influences ((R2  = .09, p < .000), ability ((R2  = .06, p < .01), observational models ((R2  = .03, p < .05), and accomplishable ((R2  = .02, p < .05), significantly predicted information usage, R2 = .55, R2 adj = .54, F (6,170) = 53.01, p < .000.

-------------------------------

Insert Table 2 about here

-------------------------------

The first hypothesis (H1a) stated that there would be an interaction between attitudes and EDSS familiarity by engineers such that more positive attitudes would result in greater use of the EDSS. This was supported (( = .54, p < .000). Hypothesis H1b predicted that there would be an interaction between attitude and information familiarity such that engineers with positive attitudes would result in greater use of the information; this hypothesis was also supported (( = .61, p < .000). The second hypothesis (H2a) stated that EDSS familiarity and self-efficacy would interact such that positive self-efficacy would be associated with increased information use. This was supported (( = .17, p < .01). Hypothesis H2b stated that information familiarity and self-efficacy would interact such that positive self-efficacy would be associated with increased information use. Again, this was supported (( = .26, p < .000).

The third hypothesis was concerned with social influences as a moderator of self-efficacy and attitudes for both EDSS use and information use. H3a suggested that social influences and self-efficacy would interact such that supportive social influence and positive self-efficacy would be associated with increased EDSS use. However, this hypothesis was not supported (( = .03, p = .26, ns.). Similarly, hypothesis H3b stated that social influences and attitudes would interact such that supportive social influence and positive attitudes would be associated with increased EDSS use. This hypothesis was supported (( = .10, p < .05). Hypothesis H3c stated that social influences and self-efficacy would interact such that supportive social influence and positive self-efficacy would be associated with increased information use. Again, this was supported (( = .12, p < .05). 

Next, hypothesis H3d asserted that social influences and attitudes would interact such that supportive social influence and positive attitudes would be associated with increased information use. The test indicated a significant interaction term was significant (( = .33, p < .000), however, a plot of the relationship (Cohen & Cohen, 1983) revealed a non-linear ∩ shape. Attitudes and social influence were observed to be associated in such a way that strongly negative attitudes and strongly positive subjective norms correspond with less information use (coded as lower scores). As seen in Figure 1, as attitudes become extremely negative, and as subjective norms increase towards the positive polar end, there is a corresponding tendency toward ignoring the recommendations.

This relationship was tested with a hierarchical regression using quadratic terms according to Aiken and West’s (1991) recommendations. Attitude was entered in step 1, followed by the quadratic (X2) term in step 2, followed by social influences in step 3, and the linear moderator and quadratic-by-linear term in steps 4 and 5. As seen in Table 2, there was a significant curvilinear relationship ((R2 = .03, p < .01). Hence, when attitudes are poor, and subjective norms are high, there is a non-linear increased tendency toward using the technology but ignoring the information.

Finally, people may rely in their naïve theories rather than use the EDSS, and if they use the EDSS, they may choose not follow its recommendations, and the full benefits of the technology may not be realized in these cases. To test these propositions, a regression analysis was performed on the number of induced errors in contrast to the degree of technology use, and to the degree of information use. Hypothesis H4a suggested that engineers who more frequently used the EDSS would have fewer induced errors than engineers who used EDSS with less frequency. This hypothesis was supported (( = -.722, p < .000).

Hypothesis H4b stated that engineers who adhered to the EDSS recommendations with more frequency would have fewer induced errors than engineers who more frequently disregarded the recommendations. Again, this hypothesis was supported (( = -.176, p < .03). Users of EDSS saw significant reductions in the number of human-induced errors. Moreover, among those who used EDSS, following the recommendations paid additional dividends by further reducing the number of human-induced errors.

DISCUSSION

DeLone and McLean (2003) model has been employed frequently in empirical studies of communications or conventional information technology use (e.g. Klein et al. 2001; Taylor & Todd 1995). Where communication technologies facilitate co-evolution of problem solving and decision making among people, EDSS and other expert systems create a transaction between user and computer where ultimately, the computer generates the recommended course of action. This also differs from decision support tools that merely gather information to inform a human decision maker. Consequently, expert systems technology offer new opportunities to investigate whether or not the information generated by the technology is used since the advice is explicit and specific. Social cognitive theory (Bandura, 1977) also indicates that attitudes alone do not completely account for technology and information use, particularly as technology become more sophisticated. Thus social influence naturally extends the DeLone and McLean (2003) model.

Implications for Research

Consistent with both the DeLone and McLean (2003) model and social cognitive theory (Bandura, 1977), interactions were found between usage behavior, attitudes, and self-efficacy in relation to technology and information use. As social cognitive theory suggests, people adapt their behavior according to the interplay among attitudinal and social forces (DeSanctis & Poole, 1994; Kraut et al., 1998; Walsham, 2002), particularly when the social dimensions in organizations exert strong influences (Terry & Hogg, 1996). For instance, regardless of how much an individual may enjoy working with a given technology (Davis et al., 1992), if extreme social norms proscribe such use, he or she may refrain from using it –particularly if cohesion is high and if the organizational unit tends toward collectivism (Venkatesh et al., 2000; Walsham, 2002). Extending this logic to information use, people may use a technology to perform a task to which it is well suited, but the information it renders may be deemed irrelevant, difficult or obtuse, and may be ignored. “Too often, information technology design is considered poor because problems have been redefined in ways that ignore the social resources that are an integral part of the socialization process” (Brown & Duguid, 2000, p. 87).

Therefore the interaction between attitude and social influences may be expected to exert upward or downward pressure on usage, particularly in cases where there is opposition among these forces (Kraut et al., 1998; Terry et al., 1999). Specifically, people may resort to furtive behavior when they have positive attitudes about performing an act but the social influences proscribe the act (Beck & Ajzen, 1991; Bobbek & Hatfield, 2003; Elliott, Armitage, & Baughan, 2003; Tonglet, 2002). Conversely, when people have negative attitudes toward an act, but the social influences strongly encourages participation in an act, people often “go through the motions” but without commitment (Kraut et al., 1998; Terry & Hogg, 1996; Terry Hogg & White, 1999). This study found that people sometimes pretend to use a technology but ignore or disregard its information if they feel compelled to use a technology by their peers or supervisor while holding negative attitudes relative to the technology. 

Since EDSS goes beyond providing information and gives directions, the effects from attitudes in relation to social influences provides an opportunity to observe whether or not one uses the technology and additionally whether the technology’s recommendations are followed. Such visibility is important because, as it has been found, while persuasion by important others may influence attitude, social pressures are more likely to affect how people use a technology and its information, not whether they use them (Kraut et al., 1998). 

This investigation found a non-linear relationship between attitude toward the EDSS and social influences. As social influences increases toward support for EDSS use, in conjunction with positive attitudes, usage of the EDSS increased. However, as attitudes became strongly negative, and social influences increased toward the polar extreme, engineers increased their surreptitious behavior by ignoring the EDSS-generated recommendations. These findings suggest that people attend first to personal attitudes, which is consistent with an individualistic culture. The results may be different in more collectivistic cultures where social pressures are given more prominence. 

Finally, this study inquired further into whether or not the EDSS generated information was useful and had an organizational impact, which is reflected in the number of human induced errors. We found that as the use of EDSS increased, the number of human-induced errors decreased. We also found that using the EDSS and following the recommended courses of action resulted in fewer human-induced errors than did ignoring the advice given by the technology.

Research should continue to investigate the role of information and social forces connected to technology use. Also, Venkatesh et al. (2000) found differences in the susceptibility of social influences between male and female gender. However, this study found no such relationship. This may be partly explained by an important limitation of the study: our sample was predominately male by more than a 3 to 1 margin. A more balanced study population may yield different results.  

Implications for Practice

Practitioners are interested in technology use in part to improve the effectiveness of their organizational capabilities. This study found that EDSS use was related to fewer induced errors. Disuse creates at least two problems: companies may be investing heavily in technology that goes to waste, and in such instances, they are unable to leverage the returns on the promised benefits that the technology has to offer.

This study suggests that two considerations are of particular import to managers and practitioners in the field. First, ease-of-use and usefulness account for the lion share of both technology and information use. Consequently, strong consideration should be given to the design of the technology and the rendering of the information over and above training and ability. In other words, bear in mind that regardless of the amount of training one might do, if the technology and information are not easy to use or if they are deemed unhelpful, people will avoid their use. Second, social influences, including edicts from management, do not always have a positive effect on information use. If one’s attitudes are poor, social pressure may lead to pretense, where workers engage in activity with the technology but may disregard what the technology produces.

Our findings suggest at least three strategies to mitigate the problems of nonuse in the field. Since our study population involved people who by definition work with technology, one explanation for ignoring the information produced by the EDSS is related to attitudes about the nature of the computer-generated recommendations, which may cause users to have reservations about trusting what is suggested (c.f. Gregor & Benbasat, 1999). To the extent that managers can quantify and educate personnel about the results of using the technology and its information, this should lead to increased confidence in the technology and the information it produces. 

Next, just as training has been linked with increased technology use (Bagozzi et al., 1992), this study found a relationship between positive use experience and positive attitude, as well as a correlation between the lengths of time engineers used the EDSS and positive attitudes. We can conclude that, at least in this case, familiarity does not breed contempt, but rather contentment. Hence, managers may want to focus on techniques beyond training that encourage consistent and continued use. Some companies have offered monitory rewards such as bonuses for such practices. Finally, since negative attitudes and strong social influences were found in this study to lead to decrease information use; building an accepting, supportive (rather than coercive) environment would likely expose use from nonuse and reduce the pretense. In such an environment, managers would be in a better position to diagnose the root causes and address the issues of nonuse.
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Table 1. Descriptive Statistics and Correlations For Study Variables
	Measure
	Mean
	SD
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	1. Tech. Attitude
	0.87
	1.95
	--
	
	
	
	
	
	
	
	
	
	
	

	2. Tech. Self Efficacy
	1.83
	1.33
	.22*
	--
	
	
	
	
	
	
	
	
	
	

	3. Tech. Social Influence
	0.61
	1.55
	.04
	-.14*
	--
	
	
	
	
	
	
	
	
	

	4. Info. Attitude
	1.03
	1.46
	.28**
	.24**
	.27**
	--
	
	
	
	
	
	
	
	

	5. Info. Self Efficacy
	1.21
	1.08
	.19*
	.21*
	.17*
	.28**
	--
	
	
	
	
	
	
	

	6. Info. Social Influence
	-0.07
	2.01
	.24**
	-.13*
	.20*
	.18*
	.16*
	--
	
	
	
	
	
	

	7. Education
	4.24
	.65
	.11
	.24**
	.02
	.24**
	.26**
	.03
	--
	
	
	
	
	

	8. Age
	31 
	6.71
	-.02
	.06
	-.06
	.01
	.03
	.02
	.19**
	--
	
	
	
	

	9. Field Experience
	6.80
	4.10
	.04
	.04
	-.19**
	-.14*
	.02
	-.04
	.11
	.75**
	--
	
	
	

	10. Job Tenure
	4.43
	2.17
	.01
	.13*
	-.05
	.03
	.11*
	-.02
	.09
	.46**
	.65**
	--
	
	

	11. Familiarity
	2.79
	.93
	.13*
	.17**
	.08
	.14*
	.13*
	.06
	.14*
	.05
	.04
	.34**
	--
	

	12. Technology Use
	3.89
	1.78
	.42**
	.30**
	.26**
	.41**
	.20*
	.24**
	.13*
	-.07
	-.06
	-.01
	.01
	--

	13. Information Use
	4.09
	1.92
	.43**
	.26*
	.29**
	.33**
	.19*
	.20*
	-.15*
	.21*
	.06
	.08
	.03
	.37**


*    p < .05  **  p < .01

Table 2. Model Summary and Quadratic Results

	
	EDSS Use
	Information Use

	Components
	R2
	R2 adj.
	(R2
	R2
	R2 adj.
	(R2

	Usefulness
	.28
	.28
	.28***
	.35
	.34
	.13***

	Ease-of-Use
	.40
	.39
	.12***
	.22
	.22
	.22***

	Ability
	.49
	.47
	.09***
	.50
	.49
	.06**

	Direct Social Influence
	.54
	.53
	.05**
	.44
	.44
	.09***

	Observational Models
	.57
	.56
	.03*
	.53
	.52
	.03*

	Accomplishable
	.59
	.58
	.02*
	.55
	.54
	.02*

	Indirect Social Influence
	.61
	.59
	.02*
	---
	---
	---

	Hypotheses
	 
	 
	 
	
	
	

	Attitude x Familiar
	.25
	.24
	.25***
	.23
	.23
	.23***

	Self-Efficacy x Familiar
	.29
	.29
	.05**
	.33
	.33
	.10***

	Self Efficacy x Social Inf
	---
	---
	---
	.38
	.38
	.05**

	Attitude x Social Infl.
	.35
	.36
	.06**
	---
	---
	---

	Attitude
	---
	---
	---
	.43
	.42
	.43***

	Attitude^ 2
	---
	---
	---
	.51
	.50
	.03**

	Social Influence
	---
	---
	---
	.48
	.47
	.06**

	Attitude x Social Infl.
	---
	---
	---
	.53
	.52
	.04**

	Attitude^ 2 x Social Infl.
	---
	---
	---
	.56
	 .54
	.03**


* p < .05, ** p < .01, *** p < .001

 Figure 1. Research Framework: Modified DeLone and McLean Model







Figure 2. Information Use
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