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ABSTRACT

Management literature is full of planning tools such as the SWOT and different portfolio analyses.  Many of these tools have been either partially or fully automated to enable collaborative working, building and evaluating of scenarios among other activities of strategic management.  However, a systematic and empirical evaluation of the use of the computerised planning tools cannot be performed without valid and reliable measures which apparently is lacking in literature.  This paper endeavours to build and validate these measures by developing a framework from literature.  The framework is operationalised and measured through questionnaires completed by 143 practising managers and MBA students from management positions in the UK.  The analysis of the primary study shows a high reliability and validity of the developed instrument for measuring the use of computerised strategic planning tools.  To facilitate a future comparative study between the use of computerised and non-computerised planning tools, advantage has been taken in this study to also developed measures for the use of non-computerised planning tools.
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1
INTRODUCTION

To achieve sustainable advantage, organisations, especially their top management, perform strategic planning by endeavouring to interpret the business environment and aligning the organisational strengths with the opportunities offered by the environment (cf. Porter, 1980; Hax, 1987; Helms & Wright, 1992; Freurer & Charharbaghi, 1995; Robson, 1997; Carter, 1999; & Desai 2000).  To carry out this task, both academics and practitioners have been instrumental in developing a number of strategic planning tools (SPTs).  Some of them are the value chain, the SWOT analysis, various portfolio analyses and Porter’s five forces model.  It is doubtful whether managers very often resort to these models when pushed by the increasingly changing business environment, which also produces large amounts of data to be analysed within compressed time.  
Computers, sometimes specifically refereed to as strategic information systems, have emerged to facilitate this planning process by enabling collaborating working, building and evaluating of scenarios, handling “soft” data, giving easy and quick access to internal and external information, as well as performing different levels of analysis quickly (cf. Sinclair & Rickert, 2000).  However, to what extent are these tools meeting their objectives?  How do strategic managers find them in the light of their needs?  Do they find the technologies to be capable of coping with the constantly changing environment?  There appears to be no coherent theory to explain and predict the use of information technology for strategic planning.  There also appears to be no measures of managers’ use of computerised strategic planning tools (SPT)
.  As a theoretical framework this paper proposes that the predictors of the use of computerised SPT could be grouped into computerised SPT, personal and organisational factors.  Based on this theoretical framework, a measuring instrument is developed and tested for validity and reliability.  It is expected that validated measures will enable future research into the use of computerised SPTs.  The rest of the paper is organised into (a) development of factors from literature; (b) methods; (c) development and testing of instruments [including findings and discussions]; and (d) conclusions and areas for future research.

2
DEVELOPMENT OF FACTORS FROM LITERATURE
2.1
Predictor factors
2.1.1
Computerised SPT factors

A computerised SPT should support decision making components of intelligence gathering, designing of alternative solutions and selecting an option based on an analysis of alternatives (Stair & Reynolds, 1998, p 435).  To achieve this objective, the technology, among other attributes, should allow linkage to various information sources, support group-working, assist in modelling and the performance of flexible analysis (cf. Turban et al, 1999; Rugman & Hodgetts, 1995, p 218, Clare & Stuteley, 1995; Sinclair & Rickert, 2000).  Literature (Usoro, 1998) indicates that computerised SPTs should provide: 
· Easy user interface

· Alternative views of information

· On-request ‘drill-down’ capability

· Statistical analysis capability
· Ad hoc query

· Handling of sensitivity analysis
· Access to external data pools

· On-demand link to internal information for indication of strength and weaknesses

· Flexibility to solve diverse problems

· Constant review of decisions before implementation

· Constant review of decisions after implementation

The extent to which these attributes exist in computerised tools may influence their use.  The potential user should in the first place have cognitive awareness that these tools could provide these services and in the second place perceive the tool he use as having these attributes.  So a complete measure under this category should target both the expectation (wish list) and the perception of the system in place. 

2.1.2
Personal factors

Though it is common in social research to observe the differences in respondents’ demographics such as age, gender and income, there apparently is no study trying to establish the relationship of demographic variables with the use of strategic models.  However, much has been written on how personal factors could affect the use of information technology (cf. Losh, 2004; Petrides, 2003; Moor, 2003; Holt, 1998, p 69; Garrihy & Garavan, 1997; Babcock et al, 1995).  For instance, Holt (1998, p 69) has discussed how human factors can hinder the use of available information technology.  The instrument developed in this study uses the personal factors of gender, age and education.

2.1.2.1
Gender and age

Gender and age have been studied with regards to the use of computers (cf. Wilson, 2004; Losh, 2004; Oudshoorn et al, 2004; Lee, 2003; Dickerson, 2003; Trauth, 2002; Kafkin & Taggart, 2001).  Though most studies find these factors relevant to the use of computers, some do not.
2.1.2.2
Education

Level of education has been linked to ability to use computers (cf. Losh, 2004; Landen, 1997; Babcock et al, 1995).  Hence, one would expect a positive link between level of education and use of SPT, especially if the training is relevant to the specific tools in question.
2.1.3
Organisational factors

2.1.3.1
Type of organisation

For the reason that strategic planning involves environmental changes, it should be expected that the more organisations are exposed to environmental changes, the more they will be concerned about strategic planning and perhaps as a consequence be using the planning models available.  Typically, large organisations and government bureaucracies are noted to be less agile than small businesses (cf. Tomson & Gray, 1999; Duan & Kinman, 2000; Wyer & Mason 1999). Organisations have traditionally been classified as extracting, manufacturing, distributing and service providing.  Beyond that, there are varieties of classifications.  An unstructured question was used to get the respondents’ description of their organisation, with a view, in future research, to relating the description to their use of computerised SPTs.  Meanwhile, this description would serve as a measure of their organisation type.
2.1.3.2
Age in business

With long period of existence could come inertia such that if companies do not re-invent themselves, they tend to be reactionary and slow in responding to changes (cf. Pardo del Val & Fuentes, 2003; Lee, 2001; Bower & Christensen 1995). Therefore younger businesses should be more concerned about using environmental changes to shape their plans. On the other hand, it could be argued that the older businesses have more experience, structures, financial and other resources to carry out strategic planning especially with the use of information technology.  Respondents had to supply the number of years their organisations have been in business.

2.2
Dependent factors
2.2.1
Use of computerised strategic planning tools
The constant development in computerised strategic planning tools and the overlapping nature of these tools mean that a definitive list of these tools cannot be had.  Below is a sample of the tools that are revealed in literature and computer magazines (cf. Wootton & Horne, 2000; Napier et al, 1998; Robson, 1997; Harry, 1997):

· Spreadsheet application

· Email

· Database application

· Andersen Consulting Strategic Information Planning

· IBM’s Business Systems 

· SAP

Respondents were asked the extent to which they use these tools using a 5-point likert scale.  Also they were given an opportunity to add to the list of tools.

2.2.2
Use of non-computerised strategic planning tool

Literature produced a range of analytical tools for strategic planning (cf. Bergeron, 2004; Rigby, 2003; Carter, 1999; Flynn & Arce, 1995).  Below is a sample of these tools:

· BPR

· Ansoff Matrix
  
· BPR


· Growth Matrix

· Opportunity/Vulnerability Index     

· Relative Market Share

· Seven Ss

· SWOT Matrix

· Porter’s Model

Respondents were asked to indicate using a 5-point likert scale the extent to which they use these tools.

The factors developed in literature can be summarised with the following diagram:
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Figure 1 – Independent and dependent factors

Although literature evidence has already been presented to suggest that planners often ignore the use of non-computerised SPT, it may be of interest to the user of the measures developed by this study to measure the use of non-computerised SPT perhaps to compare with the use of computerised SPT.  Thus, this paper has also used literature (see 2.2.2) to develop measures for the use of (non-computerised) SPT.  In the same vein, a researcher may be interested in measuring the perception towards non-computerised SPTs and this has been included in the study as non-computerised factors (see Figure 1).  These factors or attributes have been dimensioned (see C26 to C30 in Appendix) into their: (a) time consumption; (b) complexity; (c) speed of response; (d) being preferred over computerised tools; and (e) ease of use).  Moreover, the dotted links (relationships) have not been discussed in the literature review but it can be reckoned that a future researcher may be interested in investing them.  Meanwhile, the main focus and interest is on developing measures for the factors without establishing the relationships.
3
METHODS

This study is based on the theoretical framework in the literature review (section 2) and summarised in Figure 1.
Though this study focuses on the use of computerised SPTs, the study also sought to develop measures for the use of non-computerised SPTs and perceptions towards them, so that a comparative study of the two types of SPTs and their use could be performed in future studies.

Practicing managers and MBA students who came from management positions were randomly selected to complete questionnaires.    Managers were the target response group because the subject of the research required a high level of organisational authority from the respondents and the practice of strategic planning.  143 questionnaires were returned by managers from manufacturing and services sectors.  Anonymity was maintained in the completion of the questionnaire; only when the respondents needed to receive feedback from the study, they need to state their names and addresses.  Respondents were given the freedom to describe their type of organisation.  While this generated a variety of responses, it posed a challenge in classification and missed out interesting classifications such as public sector versus non-public sector, and local versus multinational.  Besides, 35.7% (51) of the respondents failed to describe the type of their organisation.  The following is an attempt to classify respondents’ organisation:

	Type of organisation
	Count
	%

	Health Care
	20
	14.0

	Energy (petroleum, Chemicals)
	15
	10.5

	Distribution
	16
	11.2

	Service
	28
	19.6

	Transport (Rail, Air, Coach)
	13
	09.0

	Others (unknown)
	51
	35.7

	Total
	143
	100


Table 1 – Profile of respondents

4
DEVELOPMENT AND TESTING OF INSTRUMENT

A systematic approach was used to determine the measuring instrument for the use of strategic planning tools (SPTs) as well as factors which could influence such use.  Since this study is one of the first empirical studies in this area, the measurement instrument had to be developed from the scratch, rather than accumulate from literature. The role of literature was to provide construct validity to the items created to measure the variables (factors) shown in Figure 1.  The process of developing the instrument of this study takes two sequenced stages: (1) item creation and scale development, and (2) measurement testing.
4.1
Item creation and scale development
The variables were derived from literature as stated previously.  Literature provided initial (construct) validation of items for measuring the variables. A group of items, which are more valid and reliable than a single item, were developed to produce multi-item scales for each testable factor. A bank of positively and negatively worded (eg C26 to C30 in Appendix) items were used.  The following table shows the questionnaire items that measured each of the variables (factors):
	Factors
	Questionnaire Items

	Dependent
	Use of computerised SPT
	D12 to D20

	
	Use of (non-computerised) SPT
	C01 to C25

	Independent
	Computerised SPT factors
	Expectation
	D01 to D11

	
	
	Perception (of existing system)
	E01 to E11

	
	Personal factors
	A01 to A04

	
	Organisational factors
	B01 to B02

	
	Non-computerised SPT factors
	C26 to C30


Table 2 – Item creation
Most of the questions and items use a 5-point Likert scale that ranges from “strongly disagree” to “strongly agree”. However, the use (D12 – D20) and perception (E01 – E11) of computerised SPT have a 5-point scale ranging from “none” to “very much”.  Other exceptions are in questions like A01 where the respondent has to tick either the “male” of “female” box to indicate gender.  Also, items B01 and B02 are open ended questions.  Though structured questions are used in majority of cases, allowance is also given for free open ended answers to complement the lists used in the structured questions.  An example is the item after D20.
4.2
Measurement testing
Instrument testing is for validity and reliability.  Lacity and Jansen (1994) defined validity of an instrument as its quality of making common sense, and being persuasive and appearing right to the reader. A measurement is valid when it measures what it is supposed to measure and achieves the functions that it claims to perform.  A reliable instrument can be depended upon to repeat its characteristics on subsequent measures.  To examine measurement testing, we will discuss instrument validity, instrument reliability, intra-class correlation coefficient (ICC), and factorial analysis.
4.2.1
Instrument validity
There are two basic types of validity: external and internal. External validity refers to the extent to which the findings of a study are generalisable or transferable (Campbell & Stanley, 1966; Carmines & Zeller, 1979; Kirk & Miller, 1989).  Internal validity indicates (a) the way in which the study was performed (e.g., the study's design, the care taken to develop measurements, and decisions as to what was and was not measured) and (b) the extent to which the researchers have taken into account alternative explanations for any causal relationships they explore (Huitt, 1998).
Concept validity was achieved by grounding the variables of study in the theoretical framework that was derived from literature (see section 2).  Further validation for the study variables was performed by informal discussions with academics involved in management and business courses to obtain their feedback and suggestions for modifications of the measures. A pilot test was then conducted using mail and interview questionnaires which were administered to both practicing managers and MBA postgraduate students most of whom had worked as managers.  The informal discussions and the pilot-testing revealed positive and negative aspects of the items, and this helped in shaping items to enhance clarity of the final version of measuring instrument.  Additional validation through factorial analysis will be discussed in 4.2.4.
4.2.2
Instrument Reliability 

Reliability is synonymous with the consistency of a test, survey, observation, or other measuring device. There are four basic types of reliability: (a) equivalency reliability (split-halves reliability), (b) stability reliability (test-retest reliability), (c) internal consistency, and (d) inter-rater reliability. The ones used in this study are stability reliability and internal consistency as explained later in this section.

In the split-halves test the total set of items is divided into halves and the score of each halve are correlated to evaluate the reliability of the total set of items.  The weakness in this approach is that the correlation between the halves will differ somewhat depending on how the total number of items is divided into halves (Carmines & Zeller, 1979, pp 50).  Therefore, split-halves reliability was not used in this study.
In the stability reliability a single measure is repeated on the same group of participant (test-retest) after a period of time.  Results are compared and correlated with the initial test to give a measure of stability.  Pilot-testing was conducted as mentioned previously.  Test-retest in pilot-testing was performed after 6 weeks from completing the first questionnaire by 23 participants. The correlation coefficient between the two reliability tests (see Table 3) revealed that the measuring instruments are reliable and stable, except the perception towards non-computerised SPT which we are going to investigate thoroughly in the section 4.2.2.1. Generally speaking, if the scores are relatively stable across repeated test, a conclusion is reached that the instrument is measuring something in a consistent and generalisable way (Wiersma, 1991).
	Variables
	No. of items
	Alpha Pilot  1
	Alpha Pilot 2

	Use of non-Computerised SPT(C01-C25)
	25
	0.91
	0.87

	Expectation of computerised SPT(D01-D11)
	11
	0.86
	0.85

	Use of computerised SPT(D12-D20)
	9
	0.70
	0.73

	Perceptions of  existing computerised SPT (E01-E11)
	11
	0.94
	0.94

	Perceptions of non-computerised SPT(C26-C30)
	5
	0.07
	- 0.06


Table 3 - Reliability coefficient from pilot test and retest

4.2.2.1
Internal Consistency
Internal consistency does not require split-halves or test-retest reliability, but requires a single test to provide an estimate of reliability for a given test (Carmines & Zeller, 1979, p 44). Internal consistency of items reflects the reliability of a measuring instrument because internal consistently assures that the items within each scale are achieving their measurement purposes with relative absence of error. The focus here is on the extent to which respondents are consistent in how they answer questions that are related to each other.  The procedure to test the internal consistency involves correlating ratings of subsets of items with each other.  The most common statistical methods for this type of reliability investigation is Cronbach’s alpha model (Cronbach's α).
Cronbach's alpha measures how well a set of items (variables) measure a single unidimensional latent construct.  When data have a multidimensional structure, Cronbach's alpha will usually be low.  To be precise, Cronbach's alpha is not a statistical test but a coefficient of reliability (or consistency).  Cronbach’s alpha can be written as a function of the number of test items and the average inter-correlation among the items.  For conceptual purpose, below is the formula for the Cronbach's Alpha
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N is equal to the number of items and r-bar is the average inter-item correlation among the items.
This formula indicates that Cronbach's alphas increase with an increase in the number of items.  Moreover, if the average inter-item correlation is low, alpha will be low.  As the average inter-item correlation increases, Cronbach's alpha increases as well.  For reliability analysis for this study, alpha coefficient was calculated by correlating all the scores on individual items with the overall score on the test.  Tests with high reliability, i.e. those with high internal consistency, would achieve an alpha coefficient of 0.70 or more on a scale of 0 to 1 where a high score indicates high reliability (Hair et al, 1998) and our test met this standard as it will be soon explained. 
Frequency, means and standard deviation for individual items were examined to test the spread of responses. Internal consistency reliability test was conducted to ensure that the items within each scale are achieving their measurement purposes. The outcome of item-to-item score correlation and alpha model (Cronbach's α) are presented in Table 4.  The standard deviation values are satisfactorily close to the expected values for normal distribution responses, and the Cronbach's alpha values are all greater than 0.80, except the perceptions towards non-computerised SPT (C26-C30) which show an inadequate level of internal consistency with alpha of 0.29. This was expected from the results of items analysis because the scales for C29 and C30 were purposely framed differently to control for validity of response. The high coefficient reliability of the finding provides evidence of the consistency of data derived from the measurement procedure of this study.  This points out that the proportion on internal individual scores variance can be reliably attributed to individual differences among the respondents. In other words, Cronbach's alpha shows the inter-scale reliabilities, which ensures that the items within each scale are measuring consistently the factors selected in this study.  This provides strong evidence for internal consistency of the scales used in this study.

	Variables
	Mean
	Standard Deviation
	Reliability

(Cronbach's α )
	No. of

Items
	Intraclass Correlation Coefficient

	
	
	
	
	
	Single ICC*
	Average ICC**

	Use of none-Computerised SPT (C01 – C25)
	3.58
	1.41
	0.92
	25
	0.32
	0.922

	Use of computerised SPT (D12 – D20)
	3.22
	1.06
	0.82
	9
	0.39
	0.821

	Expectation of computerised SPT (D01 – D11)
	3.44
	1.14
	0.89
	11
	0.42
	0.885

	Perception of existing computerised SPT (E01 –E11)
	2.52
	1.23
	0.93
	11
	0.56
	0.933

	Perceptions towards non-computerised SPT (C26 – C30)
	2.89
	1.09
	0.29
	5
	0.075
	0.289


*Notice that the same estimator is used whether the interaction effect is present or not.

**This estimate is computed if the interaction effect is absent otherwise ICC is not estimable.
Table 4 - Internal consistency- reliability coefficients

The reliability of the perception towards non-computerised SPT factors (C26-C30) is shown to be low (α = 0.29) using all five items.  In this case, it would be unsatisfactory to draw conclusions or make generalisations about this variable because this subset of items is apparently not measuring the same underlying construct.  This low reliability coefficient apparently reveals that the data measuring this variable is multidimensional.  Items C29 and C30 were differently framed to test the consistency of participants’ responses toward this variable.  To support this, further statistical analysis was performed to check the responses dimensionality and to confirm the researchers’ intention of testing the consistency of the participant’s responses.  In this case, factor analysis was done to determine which items load highest and on which dimensions, and then the alpha of each subset of items was taken separately.  The output of the factor analysis is shown in Table 5.
	 
	Component

	 
	1
	2

	C26
	.833
	-.153

	C27
	.841
	-.060

	C28
	.664
	.311

	C29
	-.046
	.848

	C30
	-.033
	.666


Rotated Component Matrix (a)

Extraction Method: Principal Component Analysis.  Rotation Method: Varimax with Kaiser Normalization.

a Rotation converged in 3 iterations.

Table 5 - Factor Analysis for perceptions towards non-computerised SPT
The output from Table 5 shows that the data are not unidimensional, meaning C26, C27 and C28 do not measure the same latent construct as C29 and C30. In this stage we had to check the reliability of these two subsets of items separately. The finding of this test is listed in Table 6.  However, the findings for both subsets separately are higher than when using all five items for measuring the same construct.  To check whether this is indeed the accurate investigation in analysing the subset of the perceptions towards non-computerised SPT, the correlation between these items were performed and presented at Table 7.

	Variables
	Alpha (Cronbach's  )
	No. of

Items
	Intraclass Correlation Coefficient

	
	
	
	Single ICC
	Average ICC

	C26-C28
	0.66
	3
	0.40
	0.657

	C29-C30
	0.54
	2
	0.211
	0.636


Table 6:  Internal consistency- reliability coefficient

The correlation output indicates that each of the two subsets of items correlates within itself but there is no correlation between the two subsets.  In conclusion, it can be said that the two sub-sets of the variable measure the same variable (perception towards non-computerised SPT) though from different dimensions.  To bear out this conclusion, if we reverse the scales for items C29 and C30 and re-calculate the reliability coefficient for all the items of this variable, we would have an alpha of 0.57; this relatively low reliability coefficient could be attributed to the small number of items involved (Litwin, 1995, p 27; Carmines & Zeller, 1979, p 44).

	Variable
	C26
	C27
	C28
	C29
	C30

	C26
	1
	
	
	
	

	
	.
	
	
	
	

	C27
	.599**
	1
	
	
	

	
	.000
	.
	
	
	

	C28
	.528**
	.426**
	1
	
	

	
	.000
	.000
	.
	
	

	C29
	-.240
	-.228
	-.149*
	1
	

	
	.002
	.003
	.038
	.
	

	C30
	-.212*
	-.289**
	-.208**
	.394**
	1

	
	.006
	.000
	.006
	.000
	


** Correlation is significant at the 0.01 level.
* Correlation is significant at the 0.05 level.

Table 7 - Correlations Matrix for C26 to C30
4.2.3
Intraclass Correlation Coefficient (ICC)

Intraclass correlations are correlations often used as reliability coefficients to evaluate items that are deemed to be in the same category or class. They are ratios of between rating variance to total variance. They compare the covariance of the ratings with the total variance. So the use of intraclass correlations coefficient (ICC) is to evaluate raters’ or respondents’ reliability. Shrout & Fleiss (1979) pointed out that when raters subjectively evaluate phenomena, measurement error is often found in their assessment. A careful researcher would assess this error before applying their ratings to the study of any targeted phenomena. To evaluate this measurement error, the researcher needs to be aware of ICC, and how they may be properly applied.

Single and average ratings were used to calculate an ICC which confirms the reliability of respondents or raters.  The finding in Table 4 demonstrates and confirms the internal consistency for the subsets of items by the single and average measure of intraclass correlation coefficient. This excludes the subset of items measuring the perception of non-computerised SPT (C26-C30), which have single and average ICC of 0.075 and 0.289 respectively.  This means that the subset is unreliable to measure the same construct.  As mentioned in sections 4.2.2 and 4.2.2.1, this subset is deliberately so structured by the researcher in order to prove the consistency of responses from each respondent toward the items that measure this variable.  

4.2.4
Factorial Analysis
The existence of a high alpha coefficient as can be seen in each of the items (except the last) in Table 4 does not necessarily ensure that item loadings are caused by the influence of only one latent variable (DeVellis, 1991).  Such a coefficient does not point to the factorial structure and, therefore, the number of variables that influence the items. In fact, the inter-item correlation can be high and consequently can the alpha coefficient also be high without providing full reliability of the measures.  To overcome this problem, factor analysis has been used to confirm the loading of items on their respective factors as designed by this study; hence providing support for reliability of the measures developed by this study.  Varimax factor analysis identifies groups of items that have variance in common to check whether the items clustered according to the intended scales.  Data in Table 8 indicate that items clustered around four factors, namely 1 and 4 both which were testing the use of non-computerised SPT.  This is confirmed by some items from factor 4 (C01, C02, C03, C06, C08, C10, C17, and C22) which are loaded quite strongly on this factor and they shared some loading on Factor 1 (see Table 8).  It is a similar case with items D08, D09 and D16 from Factor 3 which shared some loading with Factor 2. This might be interpreted that items in Factors 2 and 3 are both used to test the extent of using the computerised tools in strategic planning.

Generally the results confirmed that most items had their highest loadings on their associated intended scales. Based on these findings one can draw the conclusion that factor analysis validate the scale developed in this study by showing that items load on their intended factors.

	Factors

	Scales 
	1
	2
	3
	4

	C01
	.480
	.185
	.104
	.436

	C02
	.583
	.297
	.090
	.335

	C03
	.444
	.363
	.001
	.351

	C05
	.699
	.282
	-.173
	.185

	C07
	.817
	.166
	.054
	.239

	C08
	.525
	.073
	.000
	.460

	C10
	.358
	.258
	.053
	.345

	C11
	.813
	.057
	-.094
	.082

	C12
	.435
	-.169
	-.115
	.344

	C18
	.793
	.125
	-.232
	.015

	C19
	.671
	.308
	-.102
	.017

	C20
	.635
	.321
	-.249
	.177

	C23
	.562
	.040
	-.019
	.185

	C24
	.551
	.133
	.222
	.235

	C26
	.608
	-.011
	-.123
	-.182

	C27
	.289
	.013
	.086
	-.421

	C28
	.373
	.153
	-.001
	.011

	D15
	.029
	.197
	-.171
	.121

	D17
	.159
	.765
	-.109
	-.053

	D18
	.332
	.708
	-.100
	.032

	D19
	.453
	.512
	-.178
	.055

	D20
	.351
	.489
	-.027
	.270

	E01
	.139
	.886
	-.014
	-.032

	E02
	.247
	.736
	.093
	-.142

	E03
	.174
	.716
	.207
	.134

	E04
	-.113
	.690
	-.147
	.024

	E05
	.150
	.587
	.081
	.041

	E06
	.263
	.552
	.016
	-.138

	E07
	.179
	.750
	-.057
	.317

	E08
	.241
	.721
	.007
	-.013

	E09
	.150
	.858
	-.046
	.138

	E10
	.323
	.688
	.058
	-.117

	E11
	.171
	.782
	-.084
	.036

	D01
	-.080
	-.067
	.686
	.109

	D02
	-.119
	-.325
	.721
	-.055

	D03
	-.132
	-.089
	.703
	.183

	D04
	-.011
	-.013
	.729
	-.181

	D05
	.010
	-.021
	.568
	-.118

	D06
	-.157
	.040
	.615
	.177

	D07
	.017
	.157
	.597
	.068

	D08
	.083
	.212
	.735
	-.226

	D09
	.083
	.212
	.610
	.086

	D10
	-.086
	.377
	.614
	-.240

	D11
	-.179
	-.015
	.542
	-.035

	D12
	.023
	-.077
	.753
	.065

	D13
	-.215
	-.213
	.657
	-.147

	D14a
	.023
	-.224
	.416
	-.066

	D16
	-.078
	.192
	.299
	-.017

	C04
	.212
	.018
	-.010
	.681

	C06
	.521
	.173
	.131
	.535

	C09
	.369
	.375
	.036
	.459

	C13
	.159
	.113
	-.083
	.662

	C14
	.123
	-.300
	.062
	.709

	C15
	.039
	-.446
	.041
	.665

	C16
	.087
	.030
	-.210
	.707

	C17
	.229
	-.288
	-.065
	.686

	C21
	-.101
	.304
	.122
	.495

	C22
	.263
	.218
	-.126
	.575

	C25
	.124
	.149
	-.109
	.341

	C29
	-.164
	.242
	-.111
	..242

	C30
	-.192
	.010
	-.347
	.254


Extraction Method: Principal Component Analysis.  Rotation Method: Varimax with Kaiser Normalization.

Rotation converged in 7 iterations.
Table 8 - Factor analysis for the Use of ICT for PS
5
CONCLUSION AND AREAS FOR FUTURE RESEARCH
The investigation focused on two issues.  The first was the determination of factors that would influence the use of computerised strategic planning tools (SPTs).  The second was to develop measurement instrument to these factors and determine the reliability and validity of this instrument.  This study also provided an opportunity to develop measures for the use of non-computerised SPTs as well as the perception towards these tools.  

Literature review was used to provide construct validity.  Data from 143 respondents were collected through a questionnaire that operationalised the constructs.  Alpha coefficients were computed by correlating all the scores on individual items with the overall score on the test.  Intraclass correlation coefficients were worked out, which are used as reliability coefficients to evaluate items that were deemed to be in the same category or class.  One subset of items, "the perception towards non-computerised strategic planning tools" appeared inadequate in terms of reliability.

However, an extra analysis was performed through factor analysis to see which items load highest on which dimensions, and then the alpha value of each subset of items was calculated separately. This further analysis revealed that the items used to measure this factor measured the same factor reliably but from two dimensions. Finally, factor analysis was used to construct and verify the validity of the whole measurement instrument. The analysis carried out demonstrates a high reliability and validity of instruments for the measure of (a) factors affect the use of computerised tools for strategic planning; (b) the use of both computerised and non-computerised SPTs; and (c) perceptions towards non-computerised SPTs.

With the validity and reliability of the measures for factors of this study, opportunity is open for future research into the extent to which strategic managers use these tools, the underlying reasons for their use (or non-use) as well as ways to improve the value derived from the use of computerised strategic planning tools.  It will also be possible to compare the use of both computerised and non-computerised SPTs with relation to the independent factors developed in the study.
APPENDIX – QUESTIONNAIRE
(A) Personal Details

(Please tick as appropriate)

A01
Gender

Male    [  ]
Female
[  ]
A02
Age

Less than 30
[  ]




30 – 39
[  ]




40 – 49
[  ]




50 – 59
[  ]




60 – Above
[  ]

A03
How many courses on strategic planning have you attended?

(e.g. Business Management or MBA)






None
One
Two
Three
More than 3






  [  ]
  [  ]
  [  ]
   [  ]
       [  ]

A04
How many courses/training in IT have you attended?

(e.g. SAP, Cisco or Microsoft products)






None
One
Two
Three
More than 3






  [  ]
  [  ]
  [  ]
   [  ]
       [  ]

Organisation

B01
What is the general business of your organisation?……………………

B02
How many years has your organisation been in business?…………….

Comments?………………………………………………………………………

Use of strategic planning models

To what extent do you use the following models?
(Please circle as appropriate)

(1) Never   (2) Very seldom  (3) Sometimes   (4) Quite a lot   (5) Frequently




       

	
	Item
	Scale

	C01
	BCG Matrix
	1
	2
	3
	4
	5

	C02
	Ansoff Matrix

	1
	2
	3
	4
	5

	C03
	BPR

	1
	2
	3
	4
	5

	C04
	Business Attractiveness
	1
	2
	3
	4
	5

	C05
	Comb Analysis
	1
	2
	3
	4
	5

	C06
	Decision Tree
	1
	2
	3
	4
	5

	C07
	Delphi Technique
	1
	2
	3
	4
	5

	C08
	Experience Curve
	1
	2
	3
	4
	5

	C09
	Growth Matrix
	1
	2
	3
	4
	5

	C10
	Just-In-Time
	1
	2
	3
	4
	5

	C11
	Opportunity/Vulnerability Index     
	1
	2
	3
	4
	5

	C12
	Product Line Profitability
	1
	2
	3
	4
	5

	C13
	Relative Cost Position
	1
	2
	3
	4
	5

	C14
	Relative Market Share
	1
	2
	3
	4
	5

	C15
	Relative Price Position
	1
	2
	3
	4
	5

	C16
	S-Curve
	1
	2
	3
	4
	5

	C17
	Segmentation
	1
	2
	3
	4
	5

	C18
	Seven Ss
	1
	2
	3
	4
	5

	C19
	Time-Based Competition
	1
	2
	3
	4
	5

	C20
	Time Elasticity Profitability
	1
	2
	3
	4
	5

	C21
	SWOT Matrix
	1
	2
	3
	4
	5

	C22
	Cycle Analysis
	1
	2
	3
	4
	5

	C23
	Sustainable Growth Rate
	1
	2
	3
	4
	5

	C24
	Porter’s Model
	1
	2
	3
	4
	5

	C25
	Total Quality Management
	1
	2
	3
	4
	5


To what extent do you agree with the following statements?

(Please circle as appropriate)

(1) Strongly Disagree (2) Disagree (3) Neither (4) Agree (5) Strongly Agree

	C26
	Using strategic planning models is too time-consuming
	1
	2
	3
	4
	5

	C27
	They are too complex
	1
	2
	3
	4
	5

	C28
	They slow you down and prevent you from catching up with the rapid environmental changes
	1
	2
	3
	4
	5

	C29
	Given a choice you would rather  use a computerised tool
	1
	2
	3
	4
	5

	C30
	Information technology could make strategic planning easier
	1
	2
	3
	4
	5

	Comments………………….


Attributes of computerised strategic planning tools

Given that you agree that a computerised tool would help in strategic planning, to what extent do you agree with the following statements?


(Please circle as appropriate)

Strongly Disagree (2) Disagree (3) Neither (4) Agree (5) Strongly Agree

	D01
	Easy graphical user interface (GUI) is an important factor in computerised tool
	1
	2
	3
	4
	5

	D02
	It is important that a computerised tool provides alternative views of information
	1
	2
	3
	4
	5

	D03
	Computerised tool should have on-request ‘drill down’ capability 
	1
	2
	3
	4
	5

	D04
	Computerised tool should have statistical analysis tool
	1
	2
	3
	4
	5

	D05
	Computerised tool should have ad hoc query
	1
	2
	3
	4
	5

	D06
	Computerised tool should provide for sensitivity analysis handling
	1
	2
	3
	4
	5

	D07
	Computerised tool should provide access to external data pools
	1
	2
	3
	4
	5

	D08
	Computerised tool should have an on-demand link to internal 

information for indication of strengths and weaknesses
	1
	2
	3
	4
	5

	D09
	Computerised tool should be flexible enough to solve diverse problems
	1
	2
	3
	4
	5

	D10
	Computerised tool should provide for constant review of decisions before implementation
	1
	2
	3
	4
	5

	D11
	Computerised tool should provide for constant review of decisions after implementation
	1
	2
	3
	4
	5


To what extent do you use the following?

(Please circle as appropriate) (1)None    (2) Very Little
(3) Little
 (4) Much (5) Very Much
	D12
	Spreadsheet application
	1
	2
	3
	4
	5

	D13
	Email
	1
	2
	3
	4
	5

	D14
	Other internet facilities

Please specify……………………………
	1
	2
	3
	4
	5

	D15
	Word-processing application
	1
	2
	3
	4
	5

	D16
	Database application
	1
	2
	3
	4
	5

	D17
	Aliyah Think
	1
	2
	3
	4
	5

	D18
	Andersen Consulting Strategic Information Planning
	1
	2
	3
	4
	5

	D19
	IBM’s Business Systems 

Planning & Information Quality Analysis
	1
	2
	3
	4
	5

	D20
	SAP
	1
	2
	3
	4
	5

	Others (please specify)………………………… 

Comments?……………………………


If you do not use a computerised planning tool please ignore section E and proceed to 

General Comments

(E)
Attributes of Computerised Planning Tools used by Strategic Managers

Does your computerised planning tool(s) possess the following attributes?

(Please circle as appropriate)

(1) None
 (2) Very Little
(3) Little
 (4) Much (5) Very Much

	E01
	Easy user interface
	1
	2
	3
	4
	5

	E02
	Provision of alternate views of information
	1
	2
	3
	4
	5

	E03
	On-request ‘drill-down’ capability
	1
	2
	3
	4
	5

	E04
	Statistical analysis tool
	1
	2
	3
	4
	5

	E05
	Ad hoc query
	1
	2
	3
	4
	5

	E06
	Provision for sensitivity analysis handling
	1
	2
	3
	4
	5

	E07
	Access to external data pools
	1
	2
	3
	4
	5

	E08
	On-demand link to internal information for indication of strength and weaknesses
	1
	2
	3
	4
	5

	E09
	Flexibility to solve diverse problems
	1
	2
	3
	4
	5

	E10
	Provision for constant review of decisions before implementation
	1
	2
	3
	4
	5

	E11
	provision for constant review of decisions after implementation
	1
	2
	3
	4
	5


Comments ………

General Comments ……………
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� For easy reference, any computer system that helps managers to perform the task of strategic planning will be termed computerised strategic planning tool (SPT).


�For more details on Cronbach’s' Alpha, See: Carmines E. and Zeller R., 1979; SPSS library: My Coefficient Alpha is Negative.


� For more information about intraclass coefficients as a measure of reliability, see SPSS Library: Choosing an Interaclass Correlation coefficient.
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